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Abstract

Algorithms for vector timestamps have been developed
to determine the “happened before” relations between
events of an execution of a message-passing program.
Many message-passing programs contain variables
shared by multiple processes (including threads). Such
programs need to have vector timestamps for send, re-
ceive, read and write events. In this paper, we define
two “happened before” relations, called strong hap-
pened-before (SHB) and weak happened-before (WHB),
between events of an execution involving send, receive,
read and write statements. We then present two time-
stamp assignment algorithms, one for SHB and the
other for WHB, and show how to use such timestamps to
determine the SHB or WHB relation between any two
events of an execution involving send, receive, read and
write statements. For a program containing n proc-
esses, the size of a vector timestamp for SHB or WHB is
n, regardless of the number of shared variables in the
program. Finally, we show how to apply WHB time-
stamps to perform race analysis for programs using
messages and shared variables.

1. Introduction

Traditionally, processes in a distributed program
communicate with each other through message-passing,
and processes in a parallel program through shared vari-
ables. Due to the use of threads and/or shared distributed
memory, many distributed programs contain variables
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shared by multiple processes (including threads). On the
other hand, many parallel programs use message passing
for communication and synchronization. Thus, programs
using both messages and shared variables are becoming
popular. One example is that a program runs on multiple
sites, with processes in each site communicating with
each other through shared variables. A more general ex-
ample is that processes in a program communicate with
each other through both messages and shared variables,
regardless of the locations of processes and shared vari-
ables.

Lamport defined the “happened before” relation for
events of an execution involving send and receive
statements [5]. Vector timestamps have been used to
determine the “happened before” relations between
events of an execution involving send and receive
statements [3, 6, 9]. For programs using both messages
and shared variables, if all accesses to shared variables
are synchronized by using messages, then the “happened
before” relations between read and write accesses for
shared variables can be determined by the “happened
before” relations between their corresponding send and
receive events.

In this paper, we consider concurrent programs that
use both messages and shared variables and do not nec-
essarily synchronize all accesses to shared variables by
using messages. We show how to extend the classical
“happened before” relation to define two “happened be-
fore” relations for events of an execution. These two
“happened before” relations have different applications
for analysis, testing and debugging of concurrent pro-
grams. We also show how to assign vector timestamps
to send, receive, read and write events and how to use
these timestamps to determine event ordering.

The paper is organized as follows. Section 2 re-
views previous work on timestamps. Section 3 defines



two “happened before” relations for send, receive, read
and write events. Section 4 shows the assignment of
vector timestamps for send, receive, read and write
events and the use of vector timestamps to determine
event ordering. Section 5 describes how to apply WHB
timestamps to perform race analysis for programs using
messages and shared variables. Section 6 concludes this

paper.
3. Previous works on timestamps

Lamport proposed the assignment of integer time-
stamps to events of an execution involving send and re-
ceive statements [5]. Integer timestamps can be used to
produce totally ordered sequences of events of an exe-
cution involving send and receive statements such that
these sequences do not violate the “happened before”
relations among events of the execution (i.e. if event e
“happened before” event f, then e appears before fin any
of these totally ordered sequences). However, integer
timestamps cannot be used to determine the “happened
before” relation between two events of the same execu-
tion. To solve this problem requires the use of vector
timestamps, each consisting of n values, where n is the
number of processes involved in an execution. How to
assign vector timestamps for events of an execution in-
volving asynchronous communication (i.e. non-blocking
send and blocking receive) is shown in [6]. The assign-
ment of vector timestamps for events of an execution
involving asynchronous and/or synchronous communi-
cation is described in [3]. A technique for improving the
implementation of vector timestamps for message-
passing programs was proposed in [10]. Netzer consid-
ered optimal tracing and replay of parallel programs that
contain accesses to shared variables, but do not contain
messages [7]. He presented an algorithm that uses vector
timestamps for read and write events on shared variables
in a parallel program.

During an execution of a parallel program, the
number of parallel threads is usually not a constant. A
number of timestamp techniques for a parallel program
avoid the use of vector timestamps with their size being
the total number of parallel threads in the program. Din-
ning and Schonberg considered parallel programs that
use doall-endall statements for parallelism and some co-
ordination statements for synchronizing accesses to
shared variables [2]. A block of a parallel program is
defined as an instruction sequence, executed by a single
thread, that does not include doall, endall, or any coor-
dination statements. A technique, called rask recycling,
assigns a vector timestamp to a block, where the size of
this vector timestamp is the maximum number of paral-
lel threads in the outermost doall-endall statement that
contains the block. Audenaert considered parallel pro-
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grams that use fork and join statements for parallelism
and send and receive statements for synchronizing ac-
cesses to shared variables [1]. He described a technique
that assigns a clock tree, which is a tree of vector time-
stamps, to a fork, join, send or receive event. The aver-
age size of a clock tree is much smaller than the size of a
vector timestamp based on task recycling.

The above two timestamp techniques for parallel
programs assume that all accesses to shared variables
are synchronized by message-passing and other state-
ments. Therefore, they do not consider read and write
events in the derivation of timestamps. Such timestamp
techniques can be applied to detect the existence of race
conditions for shared variables in a parallel program
satisfying the above-mentioned assumption. However,
such timestamp techniques cannot be applied to solve
the problem addressed in this paper. In this paper we
combine Fidge’s assignment of vector timestamps to
send and receive events and Netzer’s assignment of
timestamps to read and write events.

3. “Happened before” relations for send,
receive, read and write events

In this section, we define two “happened before”
relations, called strong happened-before (SHB) and
weak happened-before (WHB), for send, receive, read
and write events. In the following discussion, we con-
sider a concurrent program containing processes that
communicate with each other by using messages and
shared variables. A send statement is either blocking or
non-blocking, and a receive statement is blocking.
Asynchronous message-passing refers to the passing of a
message from a non-blocking send to a receive, and
synchronous message-passing refers to the passing of a
message from a blocking send to a receive. A read or
write operation is assumed to be atomic. If shared dis-
tributed memory is used, strict or sequential consistency
for the shared memory is assumed [14]. Thus, the se-
quence of read and write events on a shared variable
during an execution is a totally ordered sequence. For
two read/write events ¢ and f on a shared variable V,
e—*Y ¢ denotes that e occurs before fon V.

Fig. 1 shows a graphical representation of a se-
quence of read and write events on shared variable V by
processes P;, P>, P; and P,. In fig. 1, each process or
shared variable is denoted by a vertical line. A read
event on V by a process is denoted by a horizontal line
from the vertical line for V to the vertical line for the
process. A write event on V by a process is denoted by a
horizontal line from the vertical line for the process to
the vertical line for V.



3.1 Strong happened-before

Below are the rules for defining the strong hap-
pened-before relation (SHB or —3S— ) for events of an
execution involving send, receive, read and write state-
ments.

SHB.1 If e and f are events on the same process such
that e occurs before f, then ¢—f.

SHB.2 If event e is a non-blocking send and event f is
the corresponding receive, then e——f.

SHB.3 If events e and f form a synchronous message-
passing (i.e. one of them is a blocking send and the
other is the corresponding receive), then for event g
such that ¢—5g, we have f—25g, and for

event h such that 4—Sf , we have h—25e.
SHB.4 For two different events ¢ and f on shared vari-
able V such that at least one of them is a write
event, if ¢~ f then e~ f.
SHB.5 For events e, fand g, if e~25f and f25¢,
then ¢ —=— g-

To simplify our notation, in the following we will use —
for —5 5, if there is no ambiguity. Rules SHB.I,
SHB.2, SHB.3 and SHB.5 are used in classical
“happened before” [3], while rule SHB.4 is added to
explicitly deal with read and write events. Notice that
the new rule does not affect other rules. In [3] additional
rules are used for process creation and termination. For
the sake of simplicity, these rules are not mentioned
here.

For events e and f of an execution, if neither e — f
and nor f — e, then e and f are said to be concurrent,
indicated by e ll . Thus, for two read events e and f in
different processes on the same variable V, if no write
event on V occurs between e and f and no “happened-
before” relation between e and f exists due to messages
or accesses to other variables, then e Il f.

For the events in fig. 1, according to SHB, blic,
a—b,a—>c, a—dand b — e. Notice that a — d does
not imply that event a in P; causally affects event d in
P;, since there is no flow of information from P; after
event a to P, before event d. Similarly, b — e does not
imply that event b in P, causally affects event ¢ in Ps.
According to the classical happened-before relation for
send and receive events, event u happens before event v
if and only if u causally affects v. However, this is not
true for SHB, which covers send, receive, read and write
events. Below there are two major considerations for
defining a happened-before relation:

e Causality: the ability to determine the set of events
that causally affects a given event.
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Fig. 1- Representation of a sequence of read and write
events on the shared variable V.

¢ Reproducibility: the ability to repeat a previous
execution and thus produce the same results.

A happened-before relation is said to support causality
if, for any event e in an execution, the set of events hap-
pening before ¢ in this execution is exactly the set of
events causally affecting e in this execution. A hap-
pened-before relation is said to support reproducibility if
repeating the happened-before relations for all events in
an execution guarantees repeating this execution. The
classical happened-before relation supports both causal-
ity and reproducibility for programs using messages.
SHB supports reproducibility, but not causality, for pro-
grams using both messages and shared variables. Below
we define a different happened-before relation that sup-
ports causality, but not reproducibility, for programs
using both messages and shared variables.

3.2 Weak happened-before

As mentioned earlier, the sequence of read and
write events on a shared variable during an execution is
a totally ordered sequence. Thus, the version number of
a shared variable V during an execution can be defined
as follows. Initially, the version number of V is zero. A
write event on V increases the version number of V by
one, while a read event on V keeps the version number
of V intact. Let v(V,e) denote the version number of V
immediately after event e on V. According to SHB, the
following two properties hold:

3.2.1 For a write event ¢ and a read event f on variable
Vsuch thatv(V,e) =v(V,f) ,e = f.

3.2.2 For events e¢ and f on variable V such that
vVie) <v((Vf),e—>f.

Property 3.2.1 is needed for supporting causality, but
property 3.2.2 is not. Below are the rules for defining
the weak happened-before relation (WHB or —¥ ) for



events of an execution involving send, receive, read and
write statements.

WHB.1-3: same as SHB.1-3, except that —£— is re-
placed by —¥ .

WHB.4 For a write event ¢ and a read event f on vari-
able V such that v(V,e) = v(V,f) , e—2f.

WHB.5: same as SHB.5, except that —5— is replaced
by —¥—.

WHB.4 is equivalent to the following rule, which does
not use version numbers of events:

WHB.4" For a write event e and a read event f on vari-
able V such that ¢—#Y ¢ if there is no write

event w on V such that ¢—#%_y 2 5 ¢ then
eL>f.

In the following, we will use the symbol — for either
WHB or SHB, if what it represents is clear from the
context. For the events in fig. 1, according to WHB,
bllc,a—>b,a—c, alldand b | e. The set of events
happening before event ¢, according to SHB, is {a, b, c,
d}, and the set of events happening before event ¢, ac-
cording to WHB, is {d}. According to WHB, event e
happens before event fif and only if e causally affects f.
Thus, WHB supports causality for programs using both
messages and shared variables. For the execution shown
in fig. 1, repeating the WHB relations for all events in
this execution does not guarantee that the final value of
V be the value written by event d. Therefore, WHB does
not support reproducibility for programs using both
messages and shared variables.

4. Vector timestamps for SHB and WHB

In section 4.1, we show how to assign vector time-
stamps to send, receive, read and write events for SHB
and WHB respectively. The assignment of timestamps is
done on-the-fly (i.e. during the execution of these
events). In section 4.2, we discuss how to use such time-
stamps to determine the existence of a SHB or WHB
relation between two events. In the following discussion,
we consider a concurrent program P containing proc-
esses P;, P,, ..., P,, which communicate with each
other by using messages and shared variables.

4.1 Timestamp assignment algorithms
for SHB and WHB

For a send, receive, read, or write event e, let T{e) con-
tain n elements T(e)[1], T(e)[2]. ... , T(e)ln]. For a mes-
sage m, let T{m) be the vector timestamp associated with
m. For each process P;, 1 <i <n, we maintain C; as the
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vector clock of P;. Each C;, 1 £i<n, has a vector of
zeros as its initial value. For each shared variable V, we
keep two vector timestamps T _LastWrite(V) and
T_Curr(V), which are defined as follows:

o T LastWrite(V) contains the vector timestamp of
the last write event on V.

e T Curr(V) is the vector clock of V, which contains
the up-to-date information for V.

Each of T_LastWrite(V) and T_Curr(V) has a vector of
zeros as initial value. For two vector timestamps T
and 77, T = max(T, T’) is defined as
T'li] = max(T1i],T’[i]) for 1 S i< n.

Algorithm SHB_VTS

This algorithm assigns vector timestamps for SHB.
When process P;, 1 £i<n, is to execute an event e, it
performs the following operations:

Glil=Ghl+1

T(e) = Ci;

Moreover, depending on the type of e, P; performs the
following operations:

1. Ifeis an internal event, P; performs event e.

2. If e is a non-blocking send, P; performs the send by
sending a message and C;, with C; as the timestamp
for the message.

3. If e is a receive with the receipt of a message m
from a non-blocking send, P; performs the follow-
ing operations after event e:

3.1. Ci=max(C;, T(m));
3.2. T(e)=C;;

4. If e is a blocking send with the corresponding re-
ceive in process P;, P; performs the send by sending
a message and C;, with C; as the timestamp for the
message. Then P; performs the following opera-
tions:

4.1. receive C;from P;;
42. Ci=max(C;, C;);
4.3. T(e)=C;;

5. If e is a receive with the receipt of a message m
from a blocking send in process P;, P; performs the
following operations after event e:

5.1. send Cjto Pj;
5.2. Ci=max(C;,T(m));
5.3. Tle)=C;;

6. If e is a write on shared variable V, P; performs the

following operations after event e:

6.1. Ci=max(C;,T_Curr(V}));
6.2. T(e)=C;;

6.3. T_LastWrite(V)=C;;
6.4. T Curr=C;;
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Fig. 2 - An example of SHB and WHB vector timestamp assignment.

7. If e is a read on shared variable V, P; performs the
following operations after event e:
7.1. Ci=max(C;, T_LastWrite(V)) ,
72. T(e)=Cy;
1.3. T_Curr(V) = max(C;, T_Curr(V));

Rules 2 through 5 are equivalent to the rules in [3] for
assigning vector timestamps to send and receive events.
Rules 6 and 7 are equivalent to the rules used in [7] for
assigning timestamps to read and write events. These
two sets of rules can be combined without creating any
conflicts.

For a write event (in rule 6), C; i1s set to
max(C;, T_Curr(V)). For a read event (in rule 7), C; is set
to max(C;,T_LastWrite(V)). The reason for the differ-
ence is the following. A write event on V happens be-
fore all following read and write events on V. A read
event on V is concurrent with other read events on V
that happens after the most recent write event on V and
before the next write event on V, if there are no hap-
pened-before relations between these read events due to
messages or accesses to other shared variables.
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Algorithm WHB_VTS

This algorithm assigns vector timestamps for WHB.
In WHB, a write event on a shared variable V happens
before all following read events on V before the next
write event on V. However, a write event on V is con-
current with other write events on V, if there are no hap-
pened-before relations between these events due to mes-
sages or accesses to other shared variables. Therefore,
T_Curr(V) is not needed for V. Algorithm WHB_VTS is
the same as algorithm SHB_VTS except that rules 6 and
7 are changed as follows:

6. If e is a write on shared variable V, P; performs the
following operations after event e:
6.1. T_LastWrite(V) = C;;

7. If eis aread on shared variable V, P; performs the
following operations after event e:
7.1, Ci=max(C;, T_LastWrite(V)) ;
72, T(e)=C;;



Fig. 1 shows vector timestamps, according to algorithms
SHB_VTS and WHB_VTS, for events in an execution
involving asynchronous and synchronous message-
passing and accesses to shared variable V. In fig. 2, an
arrow with one black head denotes an asynchronous
message-passing, a horizontal arrow with one white
head on each side denotes a synchronous message-
passing, and a horizontal arrow with one white head de-
notes a read or write operation on a shared variable.
Each event in fig.2 has two vector timestamps based on
SHB and WHB respectively, with the SHB-based time-
stamp in boldface. Values of T7_LastWrite(V) and
T_Curr(V) for each read or write event on V are also
shown in fig. 2.

For a concurrent program P with n processes and s
shared variables, the size of a vector timestamp for an
event in P is n. Algorithm SHB_VTS requires the use of
a vector clock for each process and two vector time-
stamps for each shared variable. Assume that the time-
stamps for events of an execution are logged into a file,
not save in memory. For an execution of P, the space
complexity of algorithm SHB_VTS is n(n+2s). In
contrast, the space complexity of algorithm WHB_VTS
is n (n + 5). Algorithms SHB_VTS and WHB_VTS as-
sign timestamps on-the-fly, and they can be modified to
assign timestamps in post-mortem fashion (i.e. after the
collection of events).

4.2 Use of SHB and WHB timestamps
for event ordering

Below we summarize the results of using vector
timestamps to determine the classical happened-before
relation between two events of an execution involving
asynchronous and synchronous message-passing [3, 6].
We claim that the same results hold for using vector
timestamps to determine the SHB or WHB relation be-
tween two events of an execution involving asynchro-
nous and synchronous message-passing and accesses to
shared variables. The proofs for our claim are omitted in
this paper.

Definition 4.1 For vector timestamps u« and v of dimen-
sion n,

o u<viffulkl<vlk]forke[l,...,n]

o u<viffu<vandu#v

o yliviff—(u<v)and —(v < u)

Observation 4.1 For events e and f of the same execu-
tion, T(e)=T(f) iff e =f or e and f are involved in the
same synchronous message-passing.

Theorem 4.1 Assume that ¢ and f are events of the same
execution.
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a) e fiff T{e) < T(f)

e li fiff T(e) 1 T(f)

If e and f are events of processes P; and P; respec-
tively,

e — fiff T(e)l1] < T(Hi] and T{e)[j] < T(HIj]

If e and f are events of processes P; and P; respec-
tively such that i # j and e and f are not involved in
the same synchronous message-passing,

e — fiff T(e)[i] < Tl

b)

€)

Applications of SHB and WHB
timestamps

Vector timestamps based on the classical happened-
before relation have been used in many techniques for
analysis, testing and debugging of message-passing pro-
grams. Examples of such techniques are message-race
detection [8], data-race detection [2], detection of global
predicates [4], execution replay [8], deterministic testing
[11], and reachability testing [13]. (See [1, 9] for more
references). SHB and WHB vector timestamps can be
used in similar techniques for analysis, testing and de-
bugging of programs using either shared variables only
or both messages and shared variables. However, for an
analysis, testing or debugging technique, we may choose
the use of SHB or WHB vector timestamps according to
whether causality or reproducibility is needed. (This
problem does not exist for message-passing programs
since the classical happened-before relation supports
both causality and reproducibility). For example, a de-
bugging technique may use SHB timestamps to perform
execution replay, and it may use WHB timestamps to
determine the set of events that causally affect the value
of a shared variable.

In section 5.1, we briefly describe an analysis tech-
nique, called race analysis, for message-passing pro-
grams. In section 5.2, we show how to extend this tech-
nique to programs using messages and shared variables
by using WHB timestamps.

5.1 Race analysis for message-passing
programs

Let P be a message-passing program containing
processes P;, P, ..., P,, n> 1. A (partially-ordered)
trace of P contains one totally-ordered sequence of
events for each process in P. Let Q be the trace of an
execution of P with input X. Q = (Q;, Q,, ..., Qu),
where Q;, 1 £/ < n, is a sequence of send events with P;
as the sender and receive events with P; as the receiver.
The race set for a receive event r¢ in Q is the set of mes-
sages in Q that could be received at rc during an execu-
tion of P that repeats all events causally affecting rc in



Q. The race sets for receive events in Q are useful for
testing and debugging P. Below are some examples:

e  An execution of P with input X is deterministic (i.e.
no message race) if and only if the race set for each
receive event in Q is empty.

e For areceive event in Q, determine whether its race
set contains unintended messages.

¢ The race sets for receive events in Q can be used to
construct prefixes of other possible traces of P with
input X. Such prefixes can be used for testing P [11,
13].

Race analysis of a trace of send and receive events refers
to analysis of the trace in order to determine the race set
for each receive event in the trace. A race analysis algo-
rithm was given for a trace of send and receive events
involving asynchronous message-passing [12]. Two ad-
ditional race analysis algorithms were also given for
traces based on two special types of asynchronous mes-
sage-passing [12]. These algorithms use vector time-
stamps based on the classical happened-before relation.

5.2 Race analysis for programs using messages
and shared variables

Let P be a program using messages and shared vari-
ables. Assume that P contains processes P;, P,, ..., P,,
n> 1. Let Q be the trace of an execution of P with input
X Q=0Q,Q, ..., Qy), where Q;, 1 <i<n, is a se-
quence of send events with P; as the sender, receive
events with P; as the receiver, and read and write events
as P; as the executing process. The race set of a read
event rd in Q is the set of write events such that their
values could be read by rd during an execution of P that
repeats all events causally affecting rd in Q. The race set
for a receive event in Q is the same as that given in sec-
tion 5.1. An execution of P with input X is deterministic
(i.e. no message or data race) if and only if the race set
for each read or receive event in Q is empty.

For a read event rd on shared variable V in Q, let
race(Q,rdy denote the race set for rd and let w be the
corresponding write event in Q, ie. v(V,rd)=v(V,w).
During an execution of P that repeats all events causally
affecting rd in Q, consider a write event w’ on V in Q,
where w’ # w, for the following two cases:

(a) w’1is concurrent with rd in Q according to WHB. In
this case, the value of w’ could be read by rd during
this execution.

(b) w is not concurrent with rd in Q according to WHB.
In this case, the value of w’ can never be read by rd
during this execution.

Thus we have the following theorem.
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Theorem 5.1 Let Q be the trace of an execution of a
program using messages and shared variables. For a
read event rd in Q on shared variable V,

race(Q,rd) = {write events w on V in Q such that w Il rd
according to WHB}.

According to Theorem 5.1, we need to use WHB time-
stamps to construct the race set for a read or receive
event. Below we show an algorithm for determining the
race sets for read events in a trace of a program using
messages and shared variables. This algorithm can be
combined with the algorithms in [12] to determine the
race sets for all read and receive events in a trace.

For an even ¢ in Q, let T{e) denote the WHB vector
timestamp for e. Let Q[1,j] refer to the j® event of Q;. In
the following algorithm, for a read event Q[i,j], we
search for write events in Q,, where | <k <n, and k# i,
that write on V and are concurrent with Q[i,j]. For such
a write event Q[k,s],
=(Qrk,s] = Q[1,j1) and —~(Q[1,j] = Q[k,s]).

According to Theorem 4.1 ¢},

T(Q[k.sDIKI>T(QI1,jDIk] and T(Q[LjDII>T(QLk,sDIi]).
Therefore, for events in Qy, we check event Q[k,s] with
s = TQ[i,yDIk]+1, TQ[i,jDik]+2, ..., until  either
T(Qlk,sDI1] = T(Q[i,jDIi] or the end of Qy is reached. If
a checked event is a write on V, then this write event is
added to the race set for Q[i,j].

Algorithm Race_Read

<for each read event r in Q> {race(Q,r)=<empty set>;}

for (i=1; i<= n; i++) {
for (j=1; j<=length{Qi); j++) {
if ( <Q(1,3] is a read event on V> ) ¢{
for (k=1; k<=n; k+=(k!=i-1}71:2 )} {

s:=T(Qli,31) [k]1+1;
while (T(QIi,31) [i]1>T(Qlk,s]) [i]
&& s<length(Qk)) {
if { <Qlk,s] is a write on V> ) then {
<add Qlik.s] to race(Q.Qli.3l)>;
;++:
}Yor oyl

Let Ne and Ne(i) be the numbers of events in Q and
Q,, respectively. Similarly, let Nr and Nr(i) be the num-
bers of read events in Q and Q;, respectively. The time
complexity of this algorithm is
0(2 [Ne(i) +NHi)Y, Ne(k)]j

i=1 kAl
According to algorithm Race_Read, the race sets for
some read events in fig.3 are given below:
race(Q,c) = {d}, race(Q,e) = {}, race(Q,f) = {h}.

One idea for reducing the time complexity of algo-
rithm Race_Read is to keep all write events on the same
shared variable as a list in the order of accesses to the
shared variable. Let such a list for shared variable V be



referred to WList(V). Such lists can be constructed by
modifying rule 6 in algorithm WHB_VTS as follows.

6. If e is a write on shared variable V, P; performs the
following operations after event e:
6.1. T_LastWrite(V)=C;;
6.2. add (i,Ci[1]) to the end of WList(V) ;

Below we present a revised version of algorithm
Race_Read, called Race_Read_WList, by using the lists
of write events for shared variables.

Algorithm Race_Read WList

<for each read event r in Q> {race(Q,r)=<empty set>;}
for (i=1; i<= n; i++) {
for (j=1; j<=length(Qi); j++) {
if ( <Q[i,Jj] is a read event on V> ) {
for (k=1; k<=length(WList(V)) {
<let the kth element in WList (V) be (u,v)>
if(u =1 && T(Qu,v])(ul > T(Q[i,j])[ul
&& T(Q[i,31)[i} > T(QIu,v])I[i]l )
<add [u,v] to race(Q,Qfi,jl).
Y ry oy

The time complexity of algorithm Race_Read_WList is
O(Ne-max(length(WList(V)) for each shared variable V))

6. Conclusions

In this paper we have extended the classical hap-
pened-before to define two happened-before relations,
called strong happened-before (SHB) and weak hap-
pened-before (WHB), for programs using messages and
shared variables. SHB and WHB differ in that the for-
mer supports reproducibility, but not causality, and the
latter supports causality, but not reproducibility. We
have presented timestamp assignment algorithms for
SHB and WHB, and shown the use of SHB and WHB
timestamps to determine event ordering. In addition, we
have described how to apply WHB timestamps to per-
form race analysis for programs using messages and
shared variables. We are investigating other applications
of SHB and WHB timestamps to solve problems in
analysis, testing and debugging of programs using mes-
sages and shared variables.
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