
Scalability and Speedup Analysis 
Amdahl’s Law: Fixed Problem Size  
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Gustafson’s Law: Fixed Time  

Fixed Time 

Originally: WWref =  

With n Nodes in the Fixed Time:  kWTn ⋅=  and ( )nWWWnew αα −+= 1  

Equivalent Sequential Time for New Workload: ( )[ ] knWWkWT new ⋅−+=⋅= αα 11  
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Sun and Ni’s Law: Memory Bounding 

Fixed Time 

Originally: ( )WWW αα −+= 1  

With n Nodes and scaled workload: ( ) ( )
n

W
nGWWn ⋅⋅−+= αα 1  and kWT nn ⋅=  

Equivalent Sequential Time: ( ) ( ) WnGWW ⋅⋅−+= αα 11  and kWT ⋅= 11  
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Cases: 
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Amdahl’s Law 
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 Gustafson’s Law 
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