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A B S T R A C T

This paper presents a new method for sentiment analysis in Facebook that, starting from messages written by users, supports: (i) to extract information about the users' sentiment polarity (positive, neutral or negative), as transmitted in the messages they write; and (ii) to model the users' usual sentiment polarity and to detect significant emotional changes. We have implemented this method in SentBuk, a Facebook application also presented in this paper. SentBuk retrieves messages written by users in Facebook and classifies them according to their polarity, showing the results to the users through an interactive interface. It also supports emotional change detection, friend's emotion finding, user classification according to their messages, and statistics, among others. The classification method implemented in SentBuk follows a hybrid approach: it combines lexical-based and machine-learning techniques. The results obtained through this approach show that it is feasible to perform sentiment analysis in Facebook with high accuracy (83.27%). In the context of e-learning, it is very useful to have information about the users' sentiments available. On one hand, this information can be used by adaptive e-learning systems to support personalized learning, by considering the user's emotional state when recommending him/her the most suitable activities to be tackled at each time. On the other hand, the students' sentiments towards a course can serve as feedback for teachers, especially in the case of online learning, where face-to-face contact is less frequent. The usefulness of this work in the context of e-learning, both for teachers and for adaptive systems, is described too.
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1. Motivation

The use of computers in education has meant a great contribution for students and teachers. The incorporation of adaptation methods and techniques allows the development of adaptive e-learning systems, where each student receives personalized guidance during the learning process (Brusilovsky, 2001). In order to provide personalization, it is necessary to store information about each student in what is called the student model (Kobsa, 2007).

The specific information to be collected and stored depends on the goals of the adaptive e-learning system (e.g., preferences, learning styles, personality, emotional state, context, previous actions, and so on).

In particular, affective and emotional factors, among other aspects, seem to affect the student motivation and, in general, the outcome of the learning process (Shen, Wang, & Shen, 2012). Therefore, in learning contexts, being able to detect and manage information about the students' emotions at a certain time can contribute to know their potential needs at that time. On one hand, adaptive e-learning environments can make use of this information to fulfill those needs at runtime: they can provide the user with recommendations about activities to tackle or contents to interact with, adapted to his/her emotional state at that time. On the other hand, information about the student emotions towards a course can act as feedback for the teacher. This is especially useful for online courses, in which there is little (or none) face-to-face contact between students and teachers and, therefore, there are fewer opportunities for teachers to get feedback from the students.

Knowing the users' emotions is useful not only in the educational context but also in many others (e.g., marketing, politics, online shopping, and so on) (Feldman, 2013). In general, in order for a system to be able to take decisions based on information about the users, it is necessary for it to get and store information about them. One of the most traditional procedures to obtain information about users consists of asking them to fill in questionnaires. However, the users can find this task too time-consuming. Recently, non intrusive techniques are preferred (de Montjoye, Quoidbach, Robic, & Pentland, 2013). We also think that information for student models should be obtained as unobtrusively as possible, yet without compromising the reliability of the model built (Ortigosa, Carro, & Quiroga, 2013).

When reflecting about potential sources of information regarding user sentiment, we looked for digital places in which the users...
express themselves frequently and naturally. Nowadays, the number of users interacting with others through social networks is growing exponentially. Therefore, we focused on social networks. There exist an increasing number of online social networks available through the Web. From these applications, Facebook is the more popular around the world. On October 2012, it reached 1 billion monthly active users (that is, 1 billion users accessed the network within a month) and more than 550 million daily active users (Kiss, 2012). Besides its popularity, Facebook provides a distinctive advantage for this research: it is a network of friends. That is, whilst other social networks focus on professional relationships or serve, mostly, as sources of information, people make use of Facebook mainly to share and communicate with friends; in fact, the acquaintances or relationships between users are called “friends”. Messages in Facebook are spontaneous and users express their emotions more naturally. It was because of all these reasons that we chose Facebook as the development platform. In Facebook, the “wall” is the space where the users publish their own messages, contents and so on. Regarding text messages, there are several categories: status messages (each user writes them in his/her own wall), posts in others’ walls, and comments to either one’s or others’ publications. Typically, a user’s wall is visible to his/her friends, and they can make comments or express that they “like” a particular message or post.

When dealing with users and sentiments, it is useful to know the users’ emotional state at a certain time (positive/neutral/negative), in order to provide each of them with personalized assistance. Furthermore, it is also interesting to know whether this state corresponds to their “usual state” or, on the contrary, a noticeable variation might have taken place. Behavior variations, as detected in the messages written by a user (when sentiment histories are available), can indicate changes in the user’s mood, and specific actions could be potentially needed or recommended in such cases.

With the purpose of extracting information about users’ sentiments from the messages they write in Facebook and detecting changes, we have developed a new and non-intrusive method for sentiment analysis in this social network. It consists on a hybrid approach, combining lexical-based and machine learning techniques. We have implemented this method in SentBuk, a Facebook application that retrieves the messages written by the users and extracts information about their emotional state.

This paper is organized as follows. Section 2 presents the state of the art of the research areas related to our work. Section 3 describes the new method proposed for text-based sentiment analysis. Section 4 presents SentBuk, the Facebook application in which that method has been implemented. Section 5 includes the results obtained when making use of SentBuk, as well as the analysis of these results. Section 6 presents a discussion of the proposal and shows some applications of sentiment analysis in the context of e-learning. Finally, the conclusions of the work done, along with some lines for future work, are presented in Section 7.

2. Related work

2.1. Sentiment analysis

Sentiment analysis has been defined as the computational study of opinions, sentiments and emotions expressed in texts (Liu, 2010). For the sake of simplifying the development of an emotion recognition tool, we have tried to avoid complex and potentially controversial definitions of emotions and sentiments. In this direction, we take the simplified definition of sentiment as “a personal positive or negative feeling or opinion”. An example of a sentence transmitting a positive sentiment would be “I love it!” whereas “It is a terrible movie” transmits a negative one. A neutral sentiment does not express any feeling (e.g. “I am commuting to work”). Most of works in this research area focus on classifying texts according to their sentiment polarity, which can be positive, negative or neutral (Pang & Lee, 2008). Therefore, it can be considered a text classification problem, since its goal consists of categorizing texts within classes by means of algorithmic methods.

The earliest researches dealing with sentiment analysis consisted on classifying words or phrases according to semantic issues and date from the late 1990s (Hatzivassiloglou & McKeown, 1997). Linguistic heuristics or pre-selected sets of seed words were used. The results obtained in those works served as the basis for classifying entire documents, considering that the average semantic orientation of the words in a review may be an indicator of whether the text is positive or negative (Turney, 2002). The appearance of WordNet (Miller, 1995) and, in general, of annotated corpora, increased the production in this research area. On one hand, WordNet is useful because it allows knowing the semantic relationships between different words. Therefore, with a reduced set of polarity words, every word could be labeled as positive, negative or neutral through its relationships. On the other hand, corpora and, in particular, the Treebanks, are very useful. They are corpora with the syntactic structure labeled, and are of great help for training the analyzers in order to label the words automatically.

One of the first works that used the term “sentiment analysis” as we currently know it was that presented in (Das & Chen, 2001), which analyzes messages written in stock boards in order to extract the market sentiment. Currently, many of the works in this area focus on document classification based on the sentiment expressed on it. One of the best known domains is that of reviews (Pang, Lee, & Vaithyanathan, 2002) (Dave, Lawrence, & Penick, 2003). Review websites are examples of especially useful sources for sentiment analysis, such as, e.g. Epinions (Epinions, 1999). Other application areas in which sentiment analysis can be very useful are:

- Recommendation systems (Tatemura, 2000).
- Flame detection (Spertus, 1997).
- Sensitive content detection for advertising (Jin, Li, Mah, & Tong, 2007).
- Business Intelligence (Mishne & Glance, 2006).
- Prediction of hostile or negative sources (Abbasi, 2007).
- Classification of citizens’ opinions on a law before its approval: “eRuleMaking” (Cardie, Farina, Bruce, & Wagner, 2006).
- Broadcasting based on the receiver sentiment (Rogers, 2003).
- Dynamic adaptation of daily tools, such as e-mail (Carro, Balesteros, Ortigosa, Guardiola, & Soriano, 2012).
- Marketing or politics (Feldman, 2013).

In general, accuracy is strongly influenced by the context in which the words are used (Turney, 2002) (Aue & Gaman, 2005) (Engström, 2004). For instance, the sentence “You must read the book” is positive in a book review but is negative if the review is about films.

Additionally, the position of words in text is an interesting factor to consider, since a word at the end of a sentence can change the polarity completely (Pang et al., 2002). For example the sentence “This book is very addictive, it can be read in one sitting, but I have to admit that it is rubbish” begins with the word “addictive” and the expression “one sitting”, which are positive in the context of book reviews, but it finish with the word “rubbish” that
is negative. Although the sentence contains two positive tokens against one negative, it should be marked as negative because the final word nullifies all the previous ones.

Another issue to be considered is the presence of figures of speech in the analyzed text. Some of them, such as the irony, can change the whole polarity of a text. Sometimes they are difficult to detect even for a human being, if additional information is not provided (e.g. context). Recent work in natural language processing focuses on the detection of these figures, such as (Reyes, Moso, & Buscaldi, 2012), that build a training dataset of messages written in Twitter with the hashtag ‘#irony’ in order to set a model with machine-learning techniques.

With respect to the techniques used for sentiment analysis, two main approaches are considered: machine-learning methods and lexicon-based approach. The survey written by Pang and Lee (Pang & Lee, 2008) covers the most popular techniques and approaches.

On one hand, machine-learning methods are used to classify texts. An example of the use of machine-learning techniques in order to classify movie reviews is presented in (Pang et al., 2002). It compares different techniques to classify movie reviews, obtaining 82.8% of accuracy when applying Support Vector Machines (SVM). Generally, it is difficult to obtain better results, due to characteristics of natural language. However, in specific domains, the use of machine learning algorithms for classifying texts according to their sentiment orientation performs well.

On the other hand, the lexicon-based approach consists of analyzing the text grammar and executing a function to give a sentiment score to the text, considering a predefined sentiment lexicon (Turney, 2002) (Taboada, Brooke, Tofiloski, Voll, & Stede, 2011). There exist some sentiment lexicon available, such as SentiWordNet (Esuli & Sebastiani, 2006), but it has been noticed that most of the researches build their own lexicon ad hoc, managing the semantic relationships between words with tools such as WordNet (Miller, 1995), already mentioned above.

The great advantage of the lexicon-based approach is that it is not necessary to have a labeled training set to start classifying texts. This approach tends to get worse results than machine learning approaches in specific domains, but when the domain is less bounded the results are better. This is because the lexicon approach analyzes the text grammar, whereas the machine-learning methods fit the algorithms to the training dataset particularities. As an example, in (Taboada et al., 2011) the authors use a lexicon-based method with six different corpora from different domains and obtained 75–80% accuracy. However, when using machine learning (with a preprocessing phase to summarize movie reviews), 86.4% accuracy was achieved (Pang & Lee, 2004). When comparing these two works, the machine-learning approach gets a better accuracy, but it may suffer overfitting to the training dataset, whereas the lexicon-based approach gets a lower accuracy, although is more robust when considering different domains.

In relation to language analysis, there are very few works dealing with texts in languages different from English. The works found are usually adaptations of already presented methods for English sentiment analysis. For example, in Martínez Cámera, Peres, Valdivia, and Ureña (2011), different machine learning methods are applied in order to classify movie reviews, achieving an interesting 86.84% success with SVM in Spanish language.

Finally, in recent years, due to the increasing amount of information delivered through social networks, many researches are focusing on applying sentiment analysis to these data (Go, Bhayani, & Huang, 2009) (Pak & Paroubek, 2010). However, most all these works deal with English texts and retrieve them from Twitter, since it is easier to retrieve data from this social network than from others such as Facebook.

2.2. Adaptive hypermedia and user modeling

It is a fact that not all people have the same characteristics, needs, preferences and goals. This causes a different experience when a user is interacting with a computer system. Therefore, this raises the need of considering the different user characteristics in order to adapt the system according to the user needs and other relevant aspects. This is the aim of the Adaptive Hypermedia (AH). The work (Brusilovsky, Adaptive hypermedia, 2001) presented the best known classification of AH methods and techniques, considering both adaptive presentation (content-level adaptation) and adaptive navigation support (link-level adaptation).

In particular, AH has been used in the context of e-learning to support personalized learning, by recommending the most suitable task to be accomplished by each student each time, as well as the most appropriate multimedia contents to be presented to each of them, according to each one personal features, preferences, previous actions, context, etc. Some well known adaptive e-learning systems are ELM-ART (Brusilovsky, Schwarz, & Weber, 1996), AHA! (De Bra et al., 2003), TANGOW (Carro, Pulido, & Rodríguez, 1999), WHURLE (Moore, Brailsford, & Stewart, 2001) and CoMoLE (Martín & Carro, 2009).

CoMoLE (Context-based adaptive Mobile Learning Environments) is one of the adaptive e-learning systems that can take advantage of knowing the user sentiment, as it will be shown in section 6.1. CoMoLE supports the design and dynamic generation of e-learning environments able to:

- Recommend individual or collaborative activities to be carried out by each student or group according to each one’s needs, previous actions, preferences or context at each time (location, available time and device).
- Generate individual or collaborative workspaces to support the realization of each activity. It generates these workspaces on the fly, according to the activity to be carried out, as well as to the user or group features. It selects the most suitable content versions and individual/collaborative tools for each case and generates the corresponding workspace.

Any adaptive system needs information about the user in order to provide adaptation. All the information about a user that will be considered with adaptation purposes must be stored in the user model and maintained up to date (Kobsa, 2007). These data can be obtained from specific tests, such as those related to learning styles (Felder, 1996), personality (Costa & McCrae, 1989) or intelligence (Thorstone, 1938). More recently, some of these data have been inferred from the user interactions with the system in order to avoid asking the user. For example, (Spada, Sanchez-Montanes, Paredes, & Carro, 2008) shows that it is possible to predict some aspects of the user’s learning style by analyzing the user mouse movements. Personality can also be inferred unobtrusively, in this case by analyzing the user interactions in Facebook (Ortigosa et al., 2013).

Recent researches in the area of user modeling are trying to take advantage of the great amount of user data stored and accessed through social networks. For example, in the work presented in (Abele, Gao, Houben, & Tao, 2011), the user model contains data available on Twitter. This information is used to give news recommendations to the corresponding user. Other works have incorporated information about the user’s sentiment or emotional status to the user model. In (Nasoz & Lisetti, 2007), the authors present a method to take actions in order to improve driving according to the driver’s emotional status. Another interesting related work is presented in (Conati & Maclaren, 2009). In this case, adaptation is provided within an educational game, taking into consideration the emotions that arise in an evaluation situation.
In general, any system able to provide adaptation, recommendations or personalized assistance, which makes use of a user model, can benefit of the results of the work presented here, focused on extracting user emotional states and detecting sentiment changes that will be incorporated within the corresponding user models.

3. Sentiment extraction and change detection

The work presented in this article covers, on the one hand, the extraction of information about users’ positive/neutral/negative sentiments from the messages they write (the way in which we obtain the messages and deal with privacy issues will be described in Section 4.1). On the other hand, we investigate the detection of sentiment changes with respect to the “usual” sentiment of each user. We present the methods developed with each purpose below.

3.1. Extracting sentiments from texts: message classification

The method developed to extract the user sentiment from texts materializes in a sentiment classifier of messages written in Spanish. Two different approaches, at least, can be used for classifying text messages according to the sentiments they show. The first one consists on a lexicon-based approach that relies on spotting words with sentiment load. The second one, the machine learning approach, bases on pattern recognition. Both approaches have advantages and shortcomings:

- Machine learning approaches obtain better results in bounded domains. However, in order to be implemented they require a training set of messages already labeled (the larger the better), so that patterns distinguishing positive, neutral and negative messages can be learnt.
- Lexicon-based approaches require a dictionary of words, each of them annotated with its semantic orientation (positive/negative emotive polarity). However, lexicons are more easily available and extensible than training sets. One of their drawbacks is that this type of approaches usually performs worse (less accurate) than machine-learning ones on bounded domains, yet they are more robust when considering cross-domain applications.

Considering the strengths and limitations of each method, we decided to design and implement a combined approach. At a first stage, a lexicon-based sentiment classifier was built and put at work, as explained in this section. Once a large number of labeled messages were available, we used them as the training set for a machine-learning based classifier, giving rise to a new hybrid classification approach, as we will explain in detail in Section 5.

Our first classifier follows a lexicon-based approach. It uses a dictionary of words, each of them annotated with its semantic orientation (positive/negative emotional polarity). It also detects other elements such as positive/negative interjections, emoticons, misspellings, part of speech tagging or negation (polarity shifter). The procedure to classify each message, step by step, is shown in Fig. 1 and is described next.

3.1.1. Preprocessing (lower-case, idiom detection)

The first step consists of preprocessing the message to convert all the words into lower-case. Afterwards, it detects idioms and joins the words involved in each of them. For example, “de mala fe” (in bad faith) is converted into “de_mala_fe”, to be processed as a unique word afterwards.

3.1.2. Segmentation into sentences

Then, the message is divided into sentences. Dots are the only punctuation marks considered as separators at this step, since others such as commas or semicolons can be part of emoticons.

3.1.3. Tokenization I (partial)

In the next step, tokens are extracted from each sentence. At this time, only whitespaces are taken into consideration to separate tokens, since other separators, such as hyphens, can be part of emoticons.

3.1.4. Emoticon detection

Next, emoticons are detected. In order to detect them, the classifier searches in the text all the emoticons stored in two text files, containing positive and negative emoticons, respectively. The lists of emoticons included in these files contain those extracted from Wikipedia (Wikipedia, 2013) along with some more added when preparing this research.

3.1.5. Tokenization II (complete)

During this second tokenization phase, all the punctuation marks (including commas, semicolons and so on) are considered as separators leading to obtain the final sets of tokens for each sentence.

3.1.6. Interjection detection

The next step consists of detecting and labeling interjections. Those that express laughs, such as “jejeje” or “jajaja”, are marked as positive whereas interjections such as “jooppee” (upset) or “uff” (tiredness) are marked as negative. We have implemented this detection through regular expressions, because we found out that, in most of the cases, the interjections are intensified by repeating letters or sets of letters contained in the own word. For example, “jope” represents upset whereas “jijoooooooppee” suggests a stronger upset sentiment. Were regular expressions not used at this step, many interjections would not be detected (e.g., “jajajaja”, which matches the regular expression “ja+”, is detected, although it was not in the dictionary).

3.1.7. Token score assignation

The next phase consists of assigning a score to each token: 1 if it transmits a positive sentiment, 0 if it is neutral, and –1 if it is negative. To assign a score, the classifier checks if the token is a positive/negative emoticon, a positive/negative interjection, or whether it matches one of the words stored in the sentiment lexicon (L).

3.1.7.1. Building the lexicon

The sentiment lexicon was previously built starting from the Spanish Linguistic Inquiry and Word Count (LIWC), (Ramirez-Esparza, Pennebaker, Garcia, & Suria, 2007), which considers the following categories, allowing the classification of words into one of these two classes:

- Positive: positive emotions, positive sentiment, optimistic.
- Negative: negative emotions, anger, sadness, death, to swear.

During the preparation of this research, we found some words that clearly had a strong sentiment associated and were not in the dictionary. Therefore, we extended the dictionary by adding several words to each class (most of which were slang).

In Spanish, words are formed by adding prefixes or suffixes to a lexeme. In order to avoid a too extensive list of words, in many cases the suffix next to the lexeme was not included. Instead, the character ‘-‘ was put next to the lexeme. For example, “buene” (“good” in English) appears as “buen-“. This token represents the
words “bueno”, “Buena” (female), “buenísimo” (superlative, male) and “buenísima” (superlative, female), among others.

Finally, after all these issues were taken into account, the positive class contains 653 tokens and the negative one contains 894 tokens. The two classes that compose the lexicon are stored in two text files, one each. The lexicon can be easily adjusted just by modifying these files.

3.1.7.2. Removing repetitive letters. The next step is, for each token, to check whether it appears in any of the two dictionary categories and, if it is the case, to tag it as either positive or negative, accordingly.

The messages written by users in Facebook usually contain very casual language. It is frequent to find words with repeated letters (e.g. “fenomenaaaaaal” – “great” in English) or with non-alphabetic characters. Consequently, for each token, it was not found in the dictionary the form in which it appears in the message, letters occurring more than twice in a row are replaced by only one occurrence and the new token is looked for in the dictionary. Were this version of the token not found in the dictionary yet, then it is reduced to its lexeme.

3.1.7.3. Spelling checking. If the token does not match any word yet, then it is checked with a spelling checker. Since Facebook messages usually contain misspellings, we incorporated a spelling checker into the classifier: GNU Aspell, included with most Linux distributions. However, the spelling checker must be applied carefully, since some of the corrections it suggests produce bad results in the classifier. For example, for the word “Dani” (a popular Spanish nickname) the suggested correction was “daño” (damage, a negative word). With the purpose of avoiding these situations, a list of words that should not be corrected, including names and surnames, was created and incorporated within the dictionary, so that, since they are found in the dictionary, they are not checked by the spelling checker. Finally, if a token is not classified into positive/negative in any of the previous steps (even after all those considerations) the token is labeled as neutral.

3.1.8. Syntactical analysis

Once each token has received a positive/neutral/negative score, each sentence is syntactically analyzed in order to check whether any score (positive/negative) should be reversed (e.g., because of negations). Firstly, we apply part of speech (POS) tagging to discriminate words that do not reflect any sentiment (e.g., articles) and to disambiguate words with multiple semantic meaning (e.g., words that can be both a noun and a verb).

In order to tag the messages retrieved from Facebook, a tagger was automatically built up using a training corpus, the CESS-ESP (Martí, Taulé Delor, Márquez, & Bertran, 2007) distributed with the Natural Language Toolkit (NLTK) (Bird, Klein, & Loper, 2009). This corpus is a syntactic Treebank with constituents and functions. Tag generation was improved with backoff techniques. Through backoff, bigrams firstly and unigrams secondly are tagged. After considering bigrams and unigrams, the tokens untagged are tagged as nouns. The resulting tagger has an 81.91% accuracy when tested, providing a light improvement over the unigram tagger (80.65%). The accuracy of a bigram tagger without backoff is poor (10.90%).

Afterwards, suffixes are analyzed, since, in Spanish, certain suffixes denote the grammatical category of a word. For example, a word ending with ‘aríamos’ is surely a verb and a word ending with ‘isimo’ is an adjective. The list of suffixes used in our approach is based on those lists compiled in (Vilares Ferro, 2005).

Finally, negations are detected. In Spanish, negation is generally expressed by placing a negative adverb. A negation implies the need of reversing the polarity of the words affected by that adverb. For example, “esto no me gusta” (“I do not like this”) would score positive if negation was not detected, since “gusta” (“like”) is a positive token. However, it should score negative, because of the negation. Therefore, the classifier looks for negative adverbs detected by the POS tagger. With the purpose of detecting which words are affected by a negation adverb, a chunking (shallow parsing) has been incorporated into the classifier. The grammar used for chunking is defined by regular expressions and is based on the grammar published in (Vilares Ferro, 2005). The inversion of polarity is applied to the words under the syntactic constituent that contains the negation adverb (Taboada et al., 2011). The chunking parser has also been developed with NLTK.

3.1.9. Polarity calculation

In order to calculate the polarity of a sentence, the number of tokens susceptible of conveying sentiments according to their grammatical category (i.e. noun, adjective, interjection or verb) is calculated. Other types of words, which appear frequently in texts (i.e. determinant, prepositions, etc.), are not considered, because they are “stopwords” for a sentiment analysis. Then, once each token has been scored, the final polarity score of a sentence is calculated as the sum of the scores divided by the sum of all the
candidates to receive a score. The score obtained is a real number from −1 to +1.

When carrying out the first proofs of concept, we noticed that the messages were classified as neutral when the numbers of positive and negative tokens were equal (we call it “sentiment neutralization”). According to (Pang et al., 2002), the words at the end of a sentence are more relevant, and the position of terms in a text can influence the overall sentiment. Therefore, following this observation, we decided for the classifier to give more importance to the tokens placed at the end of the sentence, in case of sentiment neutralization (it should be noticed that sentiment neutralization is different from a neutral sentence, in which no sentiment is detected at all).

3.2. Sentiment change detection

As it was mentioned in the motivation of this work, our goal is not only to know the sentiment of a user at a certain time, but also to capture his/her habits and usual sentiment state (the user “regular pattern”), so that those sentiments out of his/her usual state can be detected. The final goal would be to be able to help the user in the case it is needed, or to alert to whom it corresponds about someone’s sentiment changes. With this purpose, we propose a method to model the user interactions and sentiment patterns.

3.2.1. Building the user regular pattern

The first decision to be taken was related to which information about the user should be collected to build the “regular pattern”. Apart from considering the messages written by the user, it would be interesting to collect other data related to the users’ actions that could give clues about potential emotional changes. Since the goal was to detect changes on user sentiments in social networks such as Facebook, we focused on data susceptible of changing dynamically. In this direction, we decided to consider the following information parameters:

- Mean of the sentiment showed by the messages published by the user (s).
- Number of messages written (m).
- Number of comments to messages made (c).
- Number of ‘Likes’ made to messages on his/her wall (l).
- Number of ‘Likes’ made to comments on messages on his/her wall (k).

Another critical issue to be decided is related to the minimum amount of time necessary to track a user activity, in order to be able to establish “states” for comparisons. In order words, it was necessary to decide the interval of time to which the previous parameters refer. On one hand, it would be good to be able to detect any emotional change as soon as possible. From this point of view, the shortest the reference period is the better. On the other hand, too short intervals will lead to false positives: if the analysis period is, e.g., 3 or 4 h, then the values of the parameters representing the user emotional state when he/she is interacting with the computer would be very different from those when the user is sleeping (please note that the analysis can be done at any time, since there is no online requirement to do so, and, in this example, an extremely low activity or even no activity at all – e.g., at night – would be detected as a behavioral change with respect to the rest of the day and, therefore, as an indicator of a potential emotional change). A similar reasoning can be applied for time intervals of 1 day, or even 3–4 days: during the weekends, the patterns of interaction with the social network may differ greatly from those on working days. For these reasons, after exploring different possibilities, we found that a week (seven days) would be a reasonable time interval were a certain routine can be detected on most of the users.

3.2.2. Comparing weeks

In order to compare the user’s patterns of interactions in different weeks, we use vector comparisons. Each vector, which we call profile (P), contains the data collected for each user (u) along a week (w). The data contained in each profile are those enumerated above (see Eq. (1)).

\[
P(u, w) = (m, c, l, k, s)
\]

Equation 1: Weekly user vector.

Through a set of weekly profiles, changes in the user’s behavior could be detected. For example, if a user usually writes two or three messages per week and one week writes twenty messages with a lot of comments, then this may be a sign that something different is happening to him/her. Similarly, if a user interacts with Facebook daily, writing a lot of messages, commenting on other’s wall and so on, and shows an extremely low activity (or even does not connect) for a while, this “silence” can represent a potential emotional change.

Emotional changes will be detected by comparing vectors. In order to set the user’s regular pattern, the median of each attribute, considering a set of weekly vectors, is calculated. Prior to the median calculation, data is normalized. Values outside the range [0.1,0.9] in the distribution data will be not considered (i.e., outliers’ removal). The maximum and minimum values for each attribute are stored, since they will be needed for future calculations.

In order to create the “regular pattern” for a user for the first time, all the weekly profiles along the last year (or the time the user has been using the system, if less than one year) are built. Data from the last week are not considered for “regular pattern” creation, since, precisely, these are the ones to be compared with the “regular pattern” to look for changes. Information from one complete year (52 weeks) is more than enough to build a significant regular pattern. Within this period we can find some events that happen yearly, such as birthdays, Christmases, summer holidays, anniversaries, etc., which can provoke different emotions on users. Therefore, by extracting the sentiments transmitted by the user in all his/her messages since he/she joined Facebook (with a maximum of one year), we build the user sentiment tendency pattern. Once this regular pattern has been built (P), it is compared with last week profile (Q). During the next week, the regular pattern (P) is augmented with information from the previous week (Q), obtaining a new vector P to be compared with the one associated to the last week. The same procedure is followed for subsequent weeks.

The easiest way to compare vectors is the Euclidean Distance (Eq. (2)):

\[
d_6(P, Q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2}
\]

Equation 2: Euclidean Distance between vectors P and Q.

On one hand, before calculating the distance between both vectors, the weekly vector is normalized with respect to the minimum and maximum values collected for each attribute during the pattern construction. On the other hand, distance between two vectors is not bounded. For this reason, in order to get values for similarity within the interval [0,1], the equation shown in (Equation (3)) is applied. As it can be seen, the similarity between two vectors will be lower when the distance between them is higher and the other way round. Two vectors are equal (similarity = 1) when the distance between them is zero.

\[
similarity = \frac{1}{1 + d_6(P, Q)}
\]
Permissions: when SentBuk for the first time is to ask him/her for the following application. For this reason, the first step once any user accesses an application depends on the permissions that the user granted to it. Information about the user's sentiment is protected in the application, and the user has to give different permissions to access to each specific piece of information, or to allow the application to use particular methods to access to this information. Therefore, the data that can be accessed by a given application depends on the permissions that the user granted to that application. For this reason, the first step once any user accesses SentBuk for the first time is to ask him/her for the following permissions:

- **Offline_access**: Permission to access the user data even if he/she has no opened session in Facebook at that time.
- **Read_stream**: Permission to read the user wall.
- **User_about_me**: Permission to read basic user data (gender, birthday, languages, etc.).

Requesting other type of data, such as the user religious beliefs, for example, was considered risky, since the users tend to distrust on applications that request this kind of permissions, and the contribution of this information to sentiment analysis did not seem relevant enough to jeopardize the user acceptance of SentBuk.

After obtaining the corresponding permissions, SentBuk requests the user data through the Facebook API (a HTTP Web service). It is worth to remark that Facebook puts limitations to the API calls, as expressed in the API documentation. The service returns at most 50 messages when trying to get the whole message history, and messages more than 30-day old cannot be retrieved either. This limitation has been overcome by using parameters to specify searches by dates. That is, instead of trying to recover the whole message history, messages are recovered by blocks. The Facebook API returns JSON (JavaScript Object Notation) streams, so they can be processed easily with an appropriate parser. Some of the data that can be obtained from a stream, corresponding to a message, are: the message author, the receiver, the creation date, the number of likes, the text itself and the comments associated to this message.

Lastly, since the retrieved data are key-value pairs, the records are stored in a NoSQL database (that is, a database able to store the information retrieved without further transformation or mapping). Having the messages stored in a database avoids querying the Facebook API every time, which is a slow process and, as explained before, suffer from query limitations.

### 4.2. SentBuk interface

SentBuk performs data analysis following the method explained in Section 3.2. When a user launches SentBuk, the results of sentiment analysis are shown graphically (see Fig. 3). At the top of the interface (see A in the figure), the user has the possibility to look for his/her own messages, to see his/her regular profile or to watch the evolution of his/her sentiment along the time. He/she can see the same information from his/her friends and also from public user profiles (see tabs). The user can also select a period of time to check his/her sentiment polarity during that period, as well as mark “only status messages” to focus on this type of messages.

In the same screen, a summary of his/her most active friends as well as that of the ones who write more positive/neural/negative messages, is graphically shown (see B). Next, charts showing the user sentiment polarity (C), the percentage of positive/neural/negative messages written by him/her (D) and a tag cloud showing his/her most frequent words is shown (E).

Below the previous elements, SentBuk presents a list showing the messages from the user wall along with the corresponding polarity scores, as calculated by the sentiment classifier. Messages classified as positive are highlighted in green; red is used for negative messages and yellow for neutral messages. Fig. 4 shows the annotated messages for a quite emotional user (her name and connection data have been removed for privacy issues). By clicking on the information icon showed next to each message, the user can see information about the procedure that leads to assigning this message the score shown. The user can give feedback to SentBuk in case that he/she does not agree with the score assigned to any message, by clicking the corresponding thumb-down icon.

When a user clicks on the button to access to the evolution of his/her sentiment along the time, SentBuk shows, graphically, the similarity between the user’s weekly profile and the regular one along the time. It is shown graphically, so that the evolution of the regular profile along the time, as well as the peaks of positive/negative sentiments with respect to that profile, can be quickly seen. In the last version of the tool, we incorporated a warning system in SentBuk, so that a user is notified about...
significant changes in a friend’s sentiment (see Fig. 5). Warnings are showed when the similarity between a user weekly profile and his/her regular one is lower than 0.5 (a preset value). In the case shown in Fig. 5, a positive change was detected. It turned out that the user’s birthday had been in that week and it seems that he expressed his positive sentiments towards this fact through Facebook indeed.

5. Data analysis and results

In order to evaluate the accuracy of the message-based sentiment classifier developed through our lexicon approach, the decisions taken by that classifier were compared with those of a human judge. This analysis was carried out in two phases: firstly, all the messages and comments contained in the users’ walls were classified; in a second stage, only the status messages (and their corresponding comments) where classified. The results of both approaches were compared. Sections 5.1 and 5.2 explain each of these analyses, respectively.

Afterwards, the use of machine-learning techniques was explored. Moreover, lexicon-based and machine-learning techniques were combined. The results of the lexicon-based approach, those when using machine-learning, and the ones obtained when combining both techniques, are contrasted and described in Section 5.3.

5.1. Evaluating our lexicon-based approach with all the messages

In this approach, firstly, SentBuk classified all the messages retrieved from Facebook. Afterwards, 1000 messages of each class (positive, neutral or negative) were randomly selected. They were delivered altogether to a human, who manually classified them, without knowing the result obtained using the classifier. We compared the two classifications to get information about the accuracy of the lexicon-based approach. When considering all the messages together, this approach gets an accuracy of 86.28%. When separating messages according to the class predicted by SentBuk, it gets an accuracy of 95.63% for the positive class, 83.51% for the neutral, and 79.33% for the negative one. It should be borne in mind that messages whose score is near zero (from $-1$ to $+1$) do not express a strong sentiment. Therefore, if we focus only on the messages expressing strong sentiments, and consider those 500 messages...
with lowest score (negative) and those 500 messages with highest score (positive), the accuracy is very good: 96.78% for the positive class and 94.59% for the negative one. Tables 1 and 2 summarize these results.

When analyzing all the retrieved messages, we observe the following. Most of the messages are positive: 66.89% when considering all the messages (see Table 3), and 51.5% in the case of comments to other users’ messages (see Table 4). At this point, it would be interesting to remind that (Boucher & Ossgod, 1969) stated that natural language tends to be positive in the human being.

We looked for the influence of the day of the week on the user mood, expecting to find, e.g., more positive messages during the weekend. The data showed that there is no great difference between different days (see Table 5, where higher and lower percentages are highlighted with bold font). Monday turned out to be the day in which most positive messages were sent (67.64% out of the messages sent this day), while Thursday is the day when

![Fig. 5. Warning of possible emotional change.](image)

### Table 1
Confusion matrix for the complete message set.

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Actual class</th>
<th>Positive</th>
<th>Neutral</th>
<th>Negative</th>
<th>Another language</th>
<th>Accuracy (Spanish) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td></td>
<td>920</td>
<td>23</td>
<td>19</td>
<td>38</td>
<td>95.63</td>
</tr>
<tr>
<td>Neutral</td>
<td></td>
<td>74</td>
<td>704</td>
<td>65</td>
<td>157</td>
<td>83.51</td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td>89</td>
<td>109</td>
<td>760</td>
<td>42</td>
<td>79.33</td>
</tr>
</tbody>
</table>

### Table 2
Confusion matrix considering only strong sentiment messages.

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Actual class</th>
<th>Positive</th>
<th>Neutral</th>
<th>Negative</th>
<th>Another language</th>
<th>Accuracy (Spanish) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td></td>
<td>481</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>96.78</td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td>6</td>
<td>20</td>
<td>455</td>
<td>19</td>
<td>94.59</td>
</tr>
</tbody>
</table>

### Table 3
Total number of messages per class.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>94,019</td>
<td>66.89</td>
</tr>
<tr>
<td>Neutral</td>
<td>35,432</td>
<td>25.21</td>
</tr>
<tr>
<td>Negative</td>
<td>11,117</td>
<td>7.90</td>
</tr>
<tr>
<td>Total</td>
<td>140,568</td>
<td>100.00</td>
</tr>
</tbody>
</table>

### Table 4
Total number of comments per class.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>103,811</td>
<td>51.50</td>
</tr>
<tr>
<td>Neutral</td>
<td>73,355</td>
<td>36.40</td>
</tr>
<tr>
<td>Negative</td>
<td>24,402</td>
<td>12.10</td>
</tr>
<tr>
<td>Total</td>
<td>201,568</td>
<td>100.00</td>
</tr>
</tbody>
</table>

### Table 5
Percentages of messages per class and day.

<table>
<thead>
<tr>
<th>Day</th>
<th>% Pos</th>
<th>% Neu</th>
<th>% Neg</th>
<th>% Day</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td><strong>67.64</strong></td>
<td>24.40</td>
<td>7.96</td>
<td>15.46</td>
<td>21,731</td>
</tr>
<tr>
<td>Tuesday</td>
<td>66.35</td>
<td>25.31</td>
<td>8.34</td>
<td>15.19</td>
<td>21,352</td>
</tr>
<tr>
<td>Wednesday</td>
<td>66.83</td>
<td>25.23</td>
<td>7.94</td>
<td>15.85</td>
<td>22,275</td>
</tr>
<tr>
<td>Thursday</td>
<td>66.21</td>
<td>25.38</td>
<td><strong>8.41</strong></td>
<td>15.65</td>
<td>21,993</td>
</tr>
<tr>
<td>Friday</td>
<td>67.60</td>
<td>24.91</td>
<td>7.49</td>
<td>14.80</td>
<td>20,808</td>
</tr>
<tr>
<td>Saturday</td>
<td>66.40</td>
<td>26.20</td>
<td>7.40</td>
<td>11.03</td>
<td>15,508</td>
</tr>
<tr>
<td>Sunday</td>
<td>67.11</td>
<td>25.31</td>
<td>7.58</td>
<td>12.02</td>
<td>16,901</td>
</tr>
</tbody>
</table>
more proportion of negative messages were sent with respect to other days (26.20%). Anyway, the differences between percentages are not significant.

When looking at message contents, at first sight, it was observed that some messages classified as negative included irony or tease among friends. These messages should not be considered negative, since they do not convey negative sentiments actually. This may be the reason why the accuracy for the negative class is lower than that for the positive one.

We also noticed that many messages classified as positive where related to greetings. Moreover, a lot of them were short and easy to classify, such as “Felicitades!!!” (“Congratulations!!!”), “Feliz Navidad!!!” (“Merry Christmas!!!”), “:-)” or “jajajaja” (laughs). In order to verify this observation, we built a ranking of words based on their frequency of appearance. Apart from prepositions, articles and conjunctions, the words with positive sentiment polarity occupy the top of the ranking, confirming the greater presence of positive messages. The most frequent words did relate to greetings, confirming what we suspected. Words like “felicitades” (“congratulations”), “cumple” (short form of “birthday”), “besos” (“kisses”) and “abrazos” (“hugs”) occupied the top positions of the ranking.

Since greetings showed to have a high influence on the results obtained, to avoid this effect, we focused on analyzing, from all the messages available in Facebook, only those written by the user on his/her own wall (Facebook “status messages”). In Facebook, status messages usually relate to feelings, opinions or happenings related with the user’s life. The users write these messages spontaneously, in contrast with greetings, which are usually written near the day an event happens, and, in some cases, they may even be written for commitment. According to (Viswanath, Mislove, Cha, & Gymmandi, 2009), the 54% of the interactions among a pair of Facebook users that barely keep in contact is due to birthday greetings. Therefore, by focusing on status messages, we expect to get more accurate information about the user own sentiment, since greetings are usually sent in the form of messages or comments to others’ messages.

5.2. Evaluating our lexicon-based approach with status messages

In order to minimize the influence of greeting messages on the results obtained previously, we did another analysis that considered only status messages. Before proceeding with the classification, we built a rank of words appearing in status messages according to their frequency, to check the presence/absence of greetings. This time, the top of the ranking was occupied by words such as: “vida” (“life”), “gracias” (“thanks”), “nuevo” (“new”), “mejor” (“better”), “amigos” (“friends”), or “amor” (“love”). Moreover, it is worth to commenting that the set of most frequent words found is similar to that in the Spanish reference corpus list of frequent words based on their frequency of appearance. Apart from prepositions, articles and conjunctions, the words with positive sentiment polarity occupy the top positions of the ranking.

Once again, the differences between the days were minimal, so that no generalization could be done.

Table 6

<table>
<thead>
<tr>
<th>Class</th>
<th>Total</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>17,440</td>
<td>41.19</td>
</tr>
<tr>
<td>Neutral</td>
<td>19,021</td>
<td>44.93</td>
</tr>
<tr>
<td>Negative</td>
<td>17,440</td>
<td>13.88</td>
</tr>
<tr>
<td>Total</td>
<td>42,317</td>
<td>100.00</td>
</tr>
</tbody>
</table>

5.3. Evaluating machine learning approaches and hybrid solutions

Since focusing on status messages seemed to be more reasonable because of the reasons explained in the previous subsection, we tested our hybrid approach with them. A dataset of 3000 status messages correctly labeled was available (1000 for each class: positive, neutral and negative), as a result of applying the lexicon-based classifier to status messages and contrasting its output with the opinion of a human judge. This dataset was used as the training set for machine-learning.

In this dataset, the number of messages per user was limited to ten, in order to avoid the influence of specific writing styles. We used Weka (Witten, Frank, & Hall, 2011), a set of tools for data analysis and predictive modeling. Once the dataset was defined, we applied a Weka filter to convert messages into word vectors, which are the input attributes for the classification method. The resulting vector for a message contains all the words appearing in the message along with the labeled class (Eq.(4)):

\[ V = \left| w_1, w_2, w_3, \ldots, w_n, \text{class} \right| \]

Equation 4: Word vector.

Some usual filtering was made: letters were converted to lowercase; and only words with two or more occurrences were considered. After applying the filters, more than 8000 tokens were obtained. That is, each item of the training dataset will have more than 8000 attributes. This is a huge number of dimensions. Therefore, attribute selection was required. After applying CFS (Correlation-based Feature Selection) (Hall, 1999) over the dataset, the number of attributes were reduced to 94 tokens.

Then we applied several machine-learning techniques with the goal of obtaining an accurate classifier (Witten et al., 2011). The algorithms used to build the classifiers were:

- J48 implementation of C4.5 decision-trees (Quilan, 1993).
- Naive-Bayes.
- Support Vector Machines (SVM).

On one hand, we selected Naive-Bayes and SVM because they have already been used for sentiment analysis (Pang et al., 2002) (Martínez Cámara, Perea, Valdivia, & Ureña, 2011). On the other
hand, decision-trees are easier to understand and interpret, and they make it easier to explain the rationale behind a given classification.

The domain of Facebook messages is boundless. The users can express themselves regarding any subject they want, which makes any text analysis difficult. On one hand, it is well known that using large sets of words as features in machine learning methods is not a good approach. On the other hand, it is very difficult to select appropriate features for classification from a huge domain.

We did a first attempt and used all the words that appeared in the messages collected from Facebook (without pre-processing them). The results obtained for each classification algorithm are shown in Table 9. As it can be seen, in this case the percentage of success is much lower that the percentages of accuracy obtained with the lexicon-based approach.

In a second attempt, we preprocessed the messages before feeding the classifiers with them, following some of the steps of the lexicon-based approach. Firstly, we used the spelling checker to correct misspellings. Secondly, emoticons were joined in two groups: positive and negative. Since the J48 decision-tree algorithm had obtained the highest accuracy previously (see Table 9), we started using this method. The resulting classifier showed a slight improvement (58.30% success) with respect to the previous one (53.97%). When analyzing the resulting tree, it was observed that the classification tree obtained was smaller this time. The most discriminative tokens were, precisely, the grouped emoticons. Following a similar approach, tokens representing laughs were grouped too. After this grouping, the accuracy increased to 60.07%, and the group of laughs turned out to be a very discriminative token too.

The results obtained when grouping emoticons and laughs suggested us that grouping the words by their semantic meaning could be a good approach. Therefore, the words were tagged (using POS tagging, as in the lexicon-based approach) and those words different from names, adjectives, interjections and verbs were removed, since they do not show sentiment. The dimensionality was reduced considerably at this step. Lastly, the remaining words were grouped according to their polarity scores, those previously assigned in the based-lexicon approach. That is, all the words different from emoticons or interjections were tagged as positive, neutral or negative. In that way, the attributes of each instance were: number of positive, neutral and negative words, number of positive and negative emoticons, number of positive and negative interjections, and number of laughs. All these actions did reduce the dimensionality, leading to a finer attribute selection and, consequently, to better classification results.

In summary, the dataset was preprocessed in order to reduce its huge dimensionality, using lexicon-based techniques. Groups were formed with positive/negative interjections, positive/negative emoticons, and positive/neural/negative words. After applying the J48 algorithm, the classifier got 83.17% accuracy, which is a good result according to the sentiment analysis literature.

The classification tree obtained was composed by 9 leaves and 8 internal nodes (see Fig. 6). This tree allows efficiency in computational terms and is robust analyzing different datasets since it does not suffer from overfitting with respect to the training set. For example, this tree predicts that a sentence without negative words ([neg] < 0) will be negative if it contains negative emoticons ([ei_neg]); if it does not, then it will be positive is it contains positive words ([pos]), positive emoticons ([ei_pos]) or laughs ([ri_pos]).

The accuracies of the classifiers obtained when using different machine-learning algorithms are shown in Table 10. As it can be seen, all the classifiers lead to good classification results: the accuracy of all of them is over 83%.

6. Discussion

We have explored the use of lexical-based and machine-learning techniques to extract sentiments from messages written by users. The accuracy of the lexical-based approach when classifying status messages is higher than 80.02% when compared with a human judge. The success of the classifiers obtained from the application of machine learning techniques without lexical preprocessing was lower. However, when combining lexical-based and machine-learning techniques, the classification accuracy is higher: over 83%.

These results are similar to others obtained in noticeable works of this research area. For example, when analyzing movie reviews written in English by following a lexical-based approach, 76.37% of accuracy was obtained in (Taboada et al., 2011). In (Pang et al., 2002), an accuracy of 82.90% was obtained when analyzing English movie reviews by using SVM. Regarding Spanish texts, (Martínez Cámara, Perea, Valdivia, & Ureña, 2011) obtained an accuracy of 86.84% when analyzing movie reviews using SVM. With respect to social network message analysis, we have found an approach to analyze texts retrieved from Twitter (Go et al., 2009). The researchers use SVM, and the accuracy achieved is 82.2%.

We think that, in the current context, the results of our approach are good, considering that extracting sentiments from Facebook messages is a great challenge, since:

- The domain is boundless: messages can refer to any subject (in contrast with, e.g., movie reviews).
- Facebook messages are informal, sent between friends, and, therefore, sometimes they include slang, irony, or words that are not written in Spanish. They may also contain spelling or grammatical mistakes.

These limitations make sentiment analysis harder and require the use of additional tools, such a language detectors or spelling checkers. Most of the previous works found in this area focus on formal text analysis. In most of them the domain is bounded (e.g., film reviews), which constitutes an advantage with respect to boundless domains. The only work found involving social networks is the one cited above, in which the accuracy achieved when classifying Twitter messages was 82.2%, slightly below the best result we obtained (83.27% when using SVM). Besides the intrinsic characteristics of Facebook messages, the analysis is further complicated by the constraints imposed by the Facebook API regarding the data collecting procedure (already

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Current class</th>
<th>Another language</th>
<th>Accuracy (Spanish) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>761</td>
<td>125</td>
<td>71</td>
</tr>
<tr>
<td>Neutral</td>
<td>84</td>
<td>715</td>
<td>107</td>
</tr>
<tr>
<td>Negative</td>
<td>96</td>
<td>83</td>
<td>792</td>
</tr>
<tr>
<td>Total</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 8
Status message classification.

Table 9
Initial results using machine-learning methods.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48</td>
<td>confidenceFactor = 0.25</td>
<td>53.97</td>
</tr>
<tr>
<td>Naive-Bayes</td>
<td>Kernel: radial exp(−γu·v +</td>
<td>u</td>
</tr>
<tr>
<td>SVM</td>
<td>Kernel: sigmoid</td>
<td>49.77</td>
</tr>
<tr>
<td>SVM</td>
<td>tanh(−γu·v + r + coef0)</td>
<td>43.90</td>
</tr>
</tbody>
</table>
mentioned in Section 4.1, related to the maximum number of messages that can be retrieved with the same query from the same history, and the available time intervals). Furthermore, there is a non-documented constraint limiting the number of queries that a given application can make to the Facebook database, most probably to prevent their servers to be collapsed.

Considering these limitations, the question would be why choosing Facebook as a source of information regarding user’s mood. The answer is that Facebook provide yet greater advantages: (i) there is no need to ask the user to carry out any specific activity or fill in any sentiment questionnaire, since most of them use Facebook (even daily, many of them); (ii) the nature of the messages exchanged through Facebook is spontaneous and informal, mainly between friends, and with good chances to have emotional load. These are the reasons why it was worth to design a method able to extract sentiment information from Facebook messages, in spite of the hard conditions.

Regarding the method employed for sentiment analysis, at the beginning of the research, as it was explained before, it was not possible to apply machine-learning approaches, since there were no examples of already classified messages to be used as training datasets. At that time, the lexicon-based approach was the only feasible option. However, once a large enough set of labeled messages was available, a combination of machine-learning and lexicon-based techniques was applied. We implemented them within a hybrid classifier, currently working on SentBuk. The best result (above 83% of accuracy) constitutes a small improvement of the results obtained by the lexicon-based approach (80%), also increasing the results obtained with machine-learning (lower than 54% in all the techniques used). Were a larger set of labeled examples available, it would be possible to improve the classifier, at least in theory. In practice, the classification tree shown in Fig. 6 represents a rather simple structure, which would possibly be hard to improve without suffering from overfitting. Furthermore, the lexicon-based approach cannot be completely replaced, since the preprocessing steps in the hybrid approach involves lexicon-based techniques: labeling the words as neutral, negative or positives is needed for reducing the dimensionality of the vectors used by the machine-learning algorithms.

6.1. Applications for e-learning

In the educational context, the capacity of knowing the student sentiment broadens the possibilities for e-learning. That information is especially useful for adaptive e-learning systems, which are able to guide each student through the learning process according to his/her particular needs and preferences at each time. In order to do so, they need to obtain and store information about each user in what is called the student model. We propose to incorporate information about student sentiments in student models so that this information can be used by them with adaptation purposes.

In particular, one adaptive e-learning system that can make use of sentiment information about students is CoMoLE. Its main adaptation capabilities have been presented in Section 2. There are different ways to provide sentiment-based support to students when interacting with any course through CoMoLE. One of them deals with the possibility of proposing motivational tasks to students whose emotional state is detected as negative, when guiding each of them. With this purpose, we have incorporated a new type of activities in CoMoLE: the motivational activities. They are activities whose goal can be no other than motivating the students (e.g., games, simulations, etc.). In such a way, when a student connects to the system to receive personalized advice about which educational activity to be carried out next (according not only to his/her progress but also to his/her needs and context at that time), if the system detects that he/she has a negative sentiment, then it can propose him/her a motivational activity to try to engage him/her first. The only requirements for adaptive systems to incorporate emotion-based adaptation are to include the user emotion as a new attribute in the user model, to feed this model with the results of the sentiment analysis, and to specify the adaptation/recognition criteria based on this attribute, according to the desired support to be given to the user emotions.

Another application of sentiment analysis in adaptive e-learning systems is related to collaborative learning. In CoMoLE, the activities to be proposed to each group of students can vary depending on the group features, actions or context. Therefore, knowing the group sentiment makes it possible, for example, that when a workgroup show rather negative emotions towards a course, the system carries out specific motivational actions intended to encourage the group. Finally, in the case of collaborative e-learning systems that support automatic group formation on the
fly (Paredes, Ortigosa, & Rodríguez, 2010), information about the student sentiments can serve as input for group formation mechanisms. It would be useful, for example, to minimize the number of groups in which none of the students have positive sentiments towards the subject to work on; in other words, it will be helpful to minimize the number of groups in which all the students have negative feelings towards the subject.

A different useful application of sentiment analysis in e-learning consists of being able to detect positive/negative emotions towards an ongoing course, and using this information as feedback for the teachers or persons in charge of the course.

The way of getting information about the student feelings towards a specific course can be done in different ways. One of them consists of following the hybrid approach as presented in this paper in combination with student selection and topic detection: (i) from all the messages accessible to SentBuk, only those written by the students enrolled in the course are analyzed; (ii) from these messages, only the ones mentioning topics related to the course are considered (as well as the comments and likes associated to them). In order to follow this approach, a list of the students' usernames in Facebook, as well as a dictionary of keywords associated to the course, need to be built. In such a way, sentiment analysis would refer to the students' sentiments towards this specific course. This approach has the advantage that there is no need to create specific Facebook groups or pages associated to the courses. However, it has the disadvantage that the students have to give SentBuk permission to access to their whole Facebook profile, which they can dislike due to privacy issues. Another drawback deals with the keyword dictionary creation and, more specifically, with its use to filter on the messages retrieved. Depending on the subject, the dictionary can contain either very technical words (e.g., Botanic or Chemistry), which is good for message filtering, or words used daily (e.g., Social Science or Humanistic). In the latter case, it would be much more complex to determine whether the messages relate to the subjects taught.

An alternative way to reach the same goal consists of analyzing all the messages written by the students within Facebook pages/groups created for specific courses, when available. Nowadays, some teachers create Facebook pages or groups and make them available for their students to be used within the context of a given course. Students write in these pages at their own convenience. They normally use them to communicate with their partners, to ask for (or give) advice/help, to share information related to the topics involved in the course and, in general, to make comments about the course. In this case, the application of our sentiment analysis approach is straightforward: the only requirement is for the teacher to create the page and to grant SentBuk the permission to access to it. The messages, comments and links to be analyzed by SentBuk are all those appearing in the course page, and the history of the course starts when the page is created.

In any case, SentBuk analyses, weekly, the messages written by the students during the last week. Each student's sentiment towards the course, as obtained through our hybrid approach, is stored. Moreover, it is compared with the student's "regular pattern" regarding the course, in order to detect changes, if any. Finally, it is used to update this pattern, by adding the sentiment detected in the last week to those from the previous weeks, as described in Section 3.2. Significant negative emotion changes may suggest the course responsible the need of taking certain steps or modifying recommendation criteria in case of adaptive e-courses. In the same direction, it is possible to detect the impact of new methodologies or activities on the students by knowing the positive/negative emotional reactions that they produce on them.

Although SentBuk performs the sentiment analysis weekly, it is possible for the teacher to ask SentBuk to analyze the messages written by the students at any time. In addition, specific time periods can also be selected through the SentBuk interface, so that the analysis considers only those messages, comments and likes within this period to get the emotion state of the user within this timeframe.

In summary, the analysis of the student writings in the pages associated to specific courses throws light about the student feelings towards these courses. This would make it possible to detect potential problems within courses dynamically, starting from the sentiments transmitted by the students enrolled in them. Moreover, the capacity of SentBuk to detect sentiment changes with respect to the usual sentiment state of a student makes it possible to detect peaks of positive/negative emotions, which can be associated to course contents (good/bad comprehension of them), specific activities proposed in class, or even teacher methodologies. Both individual and group sentiment changes can be considered. This information can serve as feedback for the teachers or the persons in charge of online courses, so that they can receive clues about which issues can be working better (or worse) in the context of a given course. This is especially useful in the context of distance learning, since, in this context, there is little (or none) face-to-face contact between students and teachers and, therefore, there are fewer opportunities for teachers to get feedback from the students.

7. Conclusions and future work

The work described in this paper demonstrates that it is feasible to extract information about the student's sentiments from the messages they write in Facebook with high accuracy. We have presented a new method for sentiment analysis in Facebook. It supports, on one hand, to get information about the users' sentiment polarity (positive, neutral or negative) according to the messages they write, and, on the other hand, to model the users' regular sentiment polarity and to detect significant emotional changes. With the aim of determining the feasibility of our approach, we have developed SentBuk, a Facebook application that retrieves the messages, comments and likes on the user's profiles, classifies the messages according to their polarity, and builds/updates the user sentiment profile. The latter version of SentBuk focuses on "status messages", along with those comments and likes associated to these messages. Other types of messages are discarded, since the large number of greetings that users write on others' walls gave rise to misleading results, as explained in Section 3. SentBuk shows the results through an interactive interface, which also supports the representation of emotional change detection, friend's emotion finding, user classification according to their messages, and statistics, among others.

The classification method implemented in SentBuk follows a hybrid approach: it combines lexical-based and machine-learning techniques. Even if the general idea of using lexicon-based sentiment analyzers is not new, on one hand, we have created our own lexicon-based approach, combining well-known techniques with our own enhancements to improve the results of the analysis of Facebook messages. On the other hand, we have created different hybrid classifiers by combining our own lexicon-based approach with several machine-learning techniques, to improve the performance of Facebook message sentiment analysis. Table 11 summarizes the percentages of accuracy obtained by each technique. The accuracy obtained with the combination of lexicon-based techniques (for preprocessing) and Support Vector Machines (for classifying) was the highest one (83.27%). In fact, this is the combination supported by Sentbuk currently.

Adaptive and recommendation systems in general can take advantage of knowing the users' sentiments at a certain time, as well as significant emotional changes with respect to their usual
of these variations to the method could be explored in order to check whether it is possible to achieve a finer-grained classification.

Another potential improvement would be related to the detection of sentiment changes. Currently, the temporal window to detect changes is one week, and the threshold to distinguish between small changes on user sentiment and significant changes that should be considered (by teachers or adaptive e-learning systems) is set to 0.5. We would like to carry out further tests to determine whether these values are the best ones in each case.

Moreover, we have observed, at first sight, that changes in a user sentiment, as detected from the messages he/she writes, could be related to changes in that user activity. In other words, a user that is happier than usually transmits more positive emotions than normally. Therefore, an emotional change is detected. It turns out to be that this user’s activity is also higher during this week (number of likes, number of comments, and so on). We have looked for another user showing a significant change towards negative sentiment. We have found that this user’s activity was also higher during the week the change was detected. We looked for similar cases and we found that, for users with positive sentiment changes, higher activity is detected. However, for users with negative sentiment changes, the activity is either rather higher or rather lower, but not similar to the regular activity. One hypothesis that arises when inspecting these users’ profiles is that angry users might tend to share and express their anger more actively, while sad users might tend to interact less with the network. However, these first observations must be tested adequately.
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Table 11

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexicon-based approach</td>
<td>80.02</td>
</tr>
<tr>
<td>Tree decision (j48-C4.5) + Lexicon-based tagging</td>
<td>83.17</td>
</tr>
<tr>
<td>Naive-Bayes + Lexicon-based tagging</td>
<td>83.13</td>
</tr>
<tr>
<td>SVM + Lexicon-based tagging</td>
<td>83.27</td>
</tr>
</tbody>
</table>


